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number of states in a minimal multiplicity automaton for a function to the rank of its Hankel matrix.
With this theorem in hand, we present a new simple algorithm for learning multiplicity automata with
improved time and query complexity, and we prove the learnability of various concept classes. These
include (among others):

—The class of disjoint DNF, and more generally satisfy-O(1) DNF.

—The class of polynomials over finite fields.

—The class of bounded-degree polynomials over infinite fields.

—The class of XOR of terms.

—Certain classes of boxes in high dimensions.

In addition, we obtain the best query complexity for several classes known to be learnable by other
methods such as decision trees and polynomials over GF(2).

While multiplicity automata are shown to be useful to prove the learnability of some subclasses of
DNF formulae and various other classes, we study the limitations of this method. We prove that this
method cannot be used to resolve the learnability of some other open problems such as the
learnability of general DNF formulas or even k-term DNF for k 5 v(log n) or satisfy-s DNF
formulas for s 5 v(1). These results are proven by exhibiting functions in the above classes that
require multiplicity automata with super-polynomial number of states.

Categories and Subject Descriptors: F.1.1 [Computation by Abstract Devices]: Models of Computa-
tion; F.2 [Analysis of Algorithms and Problem Complexity]; I.2.6 [Artificial Intelligence]: Learning

General Terms: Algorithms, Theory

Additional Key Words and Phrases: Computational learning, DNF, learning disjoint, DNF, learning
polynomials, multiplicity automata

1. Introduction

A central task of learning theory is the classification of classes of functions into
those which are (efficiently) learnable and those which are not (efficiently)
learnable. This task, in spite of enormous efforts, is still far from being
accomplished under any of the major learning models. This work presents
techniques and results which are targeted toward this goal, with respect to the
important exact learning model.

The exact learning model was introduced by Angluin [1988] and since then
attracted a lot of attention. It represents situations in which a learner who tries
to learn some target function f is allowed to actively collect information
regarding f; this is in contrast to other major learning models, such as the
Probably Approximately Correct (PAC) model of Valiant [1984], in which the
learner tries to “learn” f by passively observing examples (of the form x, f( x)).
The way by which the learning algorithm collects information about the target
function f, in the exact learning model, is by asking queries: the learning
algorithm may ask for the value f( x) on points x of its choice (this is called
membership query) or it may suggest a hypothesis h to which it gets a counterex-
ample x if such exists (i.e., x such that f( x) Þ h( x)). The second type of queries
is called equivalence query. (For a formal definition of the model, see Section
2.2.) One of the basic observations regarding this model is that every equivalence
query can be easily simulated by a sample of random examples. Therefore,
learnability in the exact learning model also implies learnability in the PAC
model with membership queries [Valiant 1984; Angluin 1988]. Attempts to prove
learnability of various classes in the exact learning model were made in several
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directions. In particular, the learnability of DNF formulas and various kinds of
automata attracted a lot of attention.

1.1 DNF FORMULAS. While general formulas are not learnable in this model
[Kharitonov 1993], as well as in the other major models of learning, researchers
concentrated on the question of learning the class of DNF (Disjunctive Normal
Form) formulas. The learnability of this class is still an open problem in most of
the major models of learning.1 The attraction of this class stems from several
facts: On one hand, it seems like a simple, natural class that is only “slightly
above” our current state of knowledge, and on the other hand, it appears that
people like it for representing knowledge [Valiant 1985]. Much work was
therefore devoted to learning subclasses of DNF formulas.2 These subclasses are
obtained by restricting the DNF formulas in various ways; for example, by
limiting the number of terms in the target formula or by limiting the number of
appearances of each variable. The motivation for studying these subclasses is that
such results may shed some light on the general question of learning the whole
class of DNF formulas, and that it might be that in practice functions of interest
belong to these subclasses. Moreover, it might as well be the case that the whole
class of DNF formulae is not at all learnable.

Another class whose learnability is of a wide interest in practice is that of
(Boolean) decision trees [Breiman et al. 1984; Quinlan 1986; 1993]. This class was
shown to be learnable in the exact learning model in Bshouty [1995a]. It is not
hard to see that every decision tree can be transformed into a DNF formulas of
essentially the same size. Hence, this class can also be considered as a subclass of
DNF formulas. Looking closely at the DNF formulas obtained by this transfor-
mation, we see that any assignment x satisfies at most one term of the formula. A
DNF formula with this property is called disjoint DNF. This class of formulas was
the subject of previous research but, once again, only subclasses of disjoint DNF
were known to be learnable prior to our work [Aizenstein and Pitt 1992; Blum et
al. 1994].

1.2. AUTOMATA. One of the first classes shown to be learnable in the exact
learning model is that of deterministic automata [Angluin 1987]. This class is
interesting both from the practical point of view, since finite state machines
model many behaviors that we wish to learn in practice (see Trakhtenbrot and
Barzdin [1973] and Lang [1992], and references therein), and since this particular
class in known to be hard to learn from examples only, under common
cryptographic assumptions Kearns and Valiant [1994]. This result of Angluin was
extended by Bergadano and Varricchio [1996a] and Ohnishi et al. [1994] where
the class of multiplicity automata was shown to be learnable in the exact learning
model. Multiplicity automata are essentially nondeterministic automata with
weights from a field _ on the edges. Such an automaton computes a function f as
follows: For every path in the automaton, assign a weight which is the product of
the weights on the edges of this path. The value f( x) computed by the automaton
is essentially the sum of the weights of the paths consistent with the input string

1 With the exception of Jackson [1997], who showed the learnability of this class using membership
queries with respect to the uniform distribution.
2 See, for example, Aizenstein and Pitt [1991; 1992], Angluin [1987a], Angluin et al. [1993], Blum et
al. [1994], Blum and Rudich [1995], Bshouty [1995a; 1997], Hancock [1991], and Kushilevitz [1997].
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x (this sum is a value in _).3 Multiplicity automata were first introduced by
Shützenberger [1961], and have been used as a mathematical tool for modeling
probabilistic automata and ambiguity in nondeterministic automata. They are
also widely used in the theory of rational series in noncommuting variables.
Multiplicity automata are a generalization of deterministic automata, and the
algorithms that learn this class [Bergadano and Varricchio 1996a; Ohnishi et al.
1994] are generalizations of Angluin’s algorithm for deterministic automata
[Angluin 1987].

1.3. OUR RESULTS. In this work, we find connections between the learnability
questions of some of the above-mentioned classes and other classes of interest.
More precisely, we show that the learnability of multiplicity automata implies the
learnability of many other important classes of functions. In Kushilevitz [1997], it
is shown how the learnability of deterministic automata can be used to learn
certain classes of functions. These classes however are much more restricted and
hence it yields much weaker results. Below, we give a detailed account of our
results.

1.3.1. Results on DNF Formulas. First, it is shown that the learnability of
multiplicity automata implies the learnability of the class of disjoint DNF and
more generally of satisfy-s DNF formulas, for s 5 O(1) (i.e., DNF formulas in
which each assignment satisfies at most s terms). As mentioned, this class
includes as a special case the class of decision trees. These results improve over
previous results of Bshouty [1995a], Aizenstein and Pitt [1992], and Blum et al.
[1994].

1.3.2. Results on Geometric Boxes. An important generalization of DNF
formulas is that of boxes over a discrete domain of points (i.e., {0, . . . , , 2
1}n). Such boxes were considered in many works.4 We prove the learnability of
any union of O(log n) boxes in time poly(n , ,), and the learnability of any union
of t disjoint boxes (and more generality, any t boxes such that each point is
contained in at most s 5 O(1) of them) in time poly(n, t, ,).5 The special case
of these results where , 5 2 implies the learnability of the corresponding classes
of DNF formulas.

1.3.3. Results on Polynomials. Multivariate polynomials can be viewed as an
algebraic analogue of DNF formulas. However, they are also of independent
interest. In particular, the question of learning polynomials from membership
queries only is just the fundamental interpolation problem, which was studied in
numerous papers (see, e.g., Zippel [1993]). Since learning polynomials over small
fields with membership queries only is not possible, it raises the question whether
with the help of equivalence queries this becomes possible. Before the current
work, it was known how to learn the class of multi-linear polynomials and
polynomials over GF(2) [Schapire and Sellie 1996]. We further show the
learnability of the class of XOR of terms, which is an open problem in Schapire

3 These automata are known in the literature under various names. In this paper, we refer to them as
multiplicity automata. The functions computed by these automata are usually referred to as
recognizable series.
4 See, for example, Maass and Turán [1989; 1994], Chen and Maass [1992], Auer [1993], Goldberg et
al. [1994], Jackson [1997], and Maass and Warmuth [1998].
5 In Beimel and Kushilevitz [1998], using additional machinery, the dependency on , was improved.
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and Sellie [1996], the class of polynomials over finite fields, which is an open
problem in Schapire and Sellie [1996] and Bshouty [1995b], and the class of
bounded-degree polynomials over infinite fields (as well as other classes of
functions over finite and infinite fields).

1.3.4. Techniques. We use an algebraic approach for learning multiplicity
automata, similar to Ohnishi et al. [1994]. This approach is based on a funda-
mental theorem in the theory of multiplicity automata. The theorem relates the
size of a smallest automaton for a function f to the rank (over _) of the so-called
Hankel matrix of f [Carlyle and Paz 1971; Fliess 1974] (see also Eilenberg [1974]
and Berstel and Reutenauer [1988] for background on multiplicity automata).
Using this theorem, and ideas from the algorithm of Rivest and Schapire [1993]
(for learning deterministic automata), we develop a new algorithm for learning
multiplicity automata which is more efficient than the algorithms of Bergadano
and Varricchio [1996a] and Ohnishi et al. [1994]. In particular, we give a more
refined analysis for the complexity of our algorithm when learning functions f
with finite domain. A different algorithm with similar complexity to ours was
found by Bshouty et al. [1998].6

1.3.5. Negative Results. While multiplicity automata are proved to be useful
to solve many open problems regarding the learnability of subclasses of DNF and
other classes of polynomials and decision trees, we study the limitations of this
method. We prove that this method cannot be used to resolve the learnability of
some other open problems such as the learnability of general DNF formulas or
even k-term DNF for k 5 v(log n) (a function is in the class k-term DNF if it
can be represented by a DNF formula with at most k terms) or satisfy-s DNF
formulas for s 5 v(1) (these results are tight in the sense that O(log n)-term
DNF formulas and satisfy-O(1) DNF formulas are learnable using multiplicity
automata). These negative results are proven by exhibiting functions in the above
classes that require multiplicity automata with super-polynomial number of
states. For proving these results, we use, again, the relation between multiplicity
automata and Hankel matrices.

1.4. ORGANIZATION. In Section 2, we present some background on multiplic-
ity automata, as well as the definition of the learning model. In Section 3, we
present a learning algorithm for multiplicity automata. In Section 4, we present
applications of the algorithm for learning various classes of functions. Finally, in
Section 5, we study the limitations of this method.

2. Background

2.1. MULTIPLICITY AUTOMATA. In this section, we present some definitions
and a basic result concerning multiplicity automata. Let _ be a field, ( be an
alphabet, e be the empty string, and f: (* 3 _ be a function. Associate with f an
infinite matrix F each of its rows is indexed by a string x [ (* and each of its
columns is indexed by a string y [ (*. The ( x, y) entry of F contains the value
f( xCy), where C denotes concatenation. (In the automata literature, such a
function f is often referred to as a formal series and F as its Hankel Matrix.) We

6 In fact, Bshouty et al. [1998] show that the algorithm can be generalized to _, which is not
necessarily a field but rather a certain type of ring.
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use Fx to denote the xth row of F. The ( x, y) entry of F may be therefore
denoted as Fx( y) and as Fx,y. The same notation is adapted to other matrices
used in the sequel.

Next we define the automaton representation (over the field _) of functions.
An automaton A of size r consists of u(u matrices {ms: s [ (} each of which is an
r 3 r matrix of elements from _ and an r-tuple gW 5 (g1, . . . , g r) [ _r. The
automaton A defines a function fA: (* 3 _ as follows: First, define a mapping
m, which associates with every string in (* an r 3 r matrix over _, by m(e) – ID,
where ID denotes the identity matrix,7 and for a string w 5 s1s2

. . . sn, let
m(w)–ms1

z ms2
. . . msn

(a simple but useful property of m is that m( xCy) 5
m( x) z m( y)). Now, fA (w) – [m(w)]1 z gW (where [m(w)] i denotes the ith row of
the matrix m(w)). In words, A is an automaton with r states where q1 is the
initial state and the transition from state qi to state qj with letter s has weight
[ms] i, j. The first row of the matrices ms corresponds to the initial state of the
automaton (this is the intuition why the definition of fA uses only the first row of
m(w)). The weight of a path whose last state is q, is the product of weights along
the path multiplied by g,, and the function computed on a string w is just the
sum of weights over all paths corresponding to w.

Example 2.1 [Berstel and Reutenauer 1988]. Let ( 5 {a, b} and define the
function #a: ( 3 4, where #a(w) is the number of times that the letter a
appears in w. The function #a has a multiplicity automaton (over 4) of size 2,
where gW 5 (0, 1) and

ma 5 S 1 1
0 1 D mb 5 S 1 0

0 1 D .

Let a be the number of times that a appears in w. The mapping m(w) is
therefore

m~w! 5 S 1 a

0 1 D
(this can be easily proved by induction). Thus, the function computed by the
automaton is [m(w)]1 z gW 5 (1, a) z (0, 1) 5 a as promised.

Example 2.2. Probabilistic automata are a simple example of multiplicity
automata over the reals. In this case the sum of the weights in each row of ms is
1, the entry [ms] i, j is the probability to move from qi to qj with an input letter s,
and [m(w)] i, j is the probability to move from qi to qj with an input string w.

Example 2.3. Consider multiplicity automata over GF(2). These automata
can be viewed as nondeterministic automata in which the acceptance criterion is
changed; a string is accepted by the multiplicity automaton if the number of
accepting paths is odd and the function computed by the automaton is the
characteristic function of the language accepted by the automaton.

The following theorem of Carlyle and Paz [1971] and Fliess [1974] is a
fundamental theorem from the theory of formal series. It relates the size of the
minimal automaton for f to the rank of F.

7 That is, a matrix with 1’s on the main diagonal and 0’s elsewhere.
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THEOREM 2.4 [CARLYLE AND PAZ 1971; FLEISS 1974]. Let f: (* 3 _ such that
f Ó 0 and let F be the corresponding Hankel matrix. Then, the size r of the smallest
automaton A such that fA [ f satisfies r 5 rank(F) (over the field _).

Although this theorem is very basic, we provide its proof here as it sheds light
on the way the algorithm of Section 3 works.

Direction I. Given an automaton A for f of size r, we prove that rank(F) #
r. Define two matrices: R whose rows are indexed by (* and its columns are
indexed by 1, . . . , r and C whose columns are indexed by (* and its rows are
indexed by 1, . . . , r. The ( x, i) entry of R contains the value [m( x)]1,i and the
(i, y) entry of C contains the value [m( y)] i z gW . We show that F 5 R z C. This
follows from the following sequence of simple equalities:

Fx , y 5 f~ xCy! 5 fA~ xCy! 5 @m~ xCy!#1 z gW

5 @m~ x!m~ y!#1 z gW 5 O
i51

r

@m~ x!#1, i z @m~ y!# i z gW

5 Rx z Cy,

where Cy denotes the yth column of C. Obviously, the rank of both R and C is
bounded by r. By linear algebra, rank(F) is at most min{rank(R), rank(C)} and
therefore rank(F) # r, as needed.

Direction II. Given a function f such that the corresponding matrix F has
rank r . 0, we show how to construct an automaton A of size r that computes
this function. Let Fx1

, Fx2
, . . . , Fxr

be r independent rows of F (i.e., a basis)
corresponding to strings x1 5 e, x2, . . . , xr. (It holds that Fe Þ 0 since f ¸ 0,
thus Fe can always be extended to a basis of the row space of F.) To define A, we
first define gW 5 ( f( x1), . . . , f( xr)). Next, for every s, define the ith row of the
matrix ms as the (unique) coefficients of the row Fxi

Cs when expressed as a
linear combination of Fx1

, . . . , Fxr
. That is,

FxiCs 5 O
j51

r

@ms# i , j z Fxj . (1)

We will prove, by induction on uw u (the length of the string w), that [m(w)] i z
gW 5 f( xiCw) for all i. It follows that fA(w) 5 [m(w)]1 z gW 5 f( x1Cw) 5 f(w)
(as we choose x1 5 e). The induction base is uw u 5 0 (i.e., w 5 e). In this case,
we have m(e) 5 ID and hence [m(e)] i z gW 5 g i 5 f( xi) 5 f( xiCe), as needed.
For the induction step, we observe, using Eq. (1), that

f~ xiCsCw! 5 FxiCs~w! 5 O
j51

r

@ms# i, j z Fxj
~w! .
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Since Fxj
(w) 5 f( xjCw), then by induction hypothesis this equals

O
j51

r

@ms# i, j z @m~w!# j z gW 5 @m~s! z m~w!# i z gW 5 @m~sCw!# i z gW ,

as needed.

2.2. THE LEARNING MODEL. The learning model we use is the exact learning
model [Angluin 1988]: Let f be a target function. A learning algorithm may
propose, in each step, a hypothesis function h by making an equivalence query
(EQ) to an oracle. If h is equivalent to f on all input assignments then the answer
to the query is YES and the learning algorithm succeeds and halts. Otherwise,
the answer to the equivalence query is NO and the algorithm receives a
counterexample–an assignment z such that f( z) Þ h( z). The learning algorithm
may also query an oracle for the value of the function f on a particular
assignment z by making a membership query (MQ) on z. The response to such a
query is the value f( z).8 We say that the learner learns a class of functions #, if,
for every function f [ #, the learner outputs a hypothesis h that is equivalent to
f and does so in time polynomial in the “size” of a shortest representation of f
and the length of the longest counterexample.

3. The Algorithm

In this section, we describe an exact learning algorithm for multiplicity automata.
The “size” parameters in the case of multiplicity automata are the number of
states in a minimal automaton for f, and the size of the alphabet. The algorithm
will be efficient in these numbers and the length of the longest counterexample
provided to it.

Let f:(* 3 _ be the target function. All algebraic operations in the algorithm
are done in the field _.9 The algorithm learns a function f using its Hankel
matrix representation, F. The difficulty is that F is infinite (and is very large even
when restricting the inputs to some length n). However, Theorem 2.4 (Direction
II) implies that it is essentially sufficient to maintain r 5 rank(F) linearly
independent rows from F; in fact, r 3 r submatrix of F of full rank suffices.
Therefore, the learning algorithm can be viewed as a search for appropriate r
rows and r columns.

The algorithm works in iterations. At the beginning of the ,th iteration, the
algorithm holds a set of rows X , (* (X 5 { x1, . . . , x,}) and a set of columns
Y , (* (Y 5 { y1, . . . , y,}). Let F̂z denote the restriction of the row Fz to the
, coordinates in Y, that is, F̂z – (Fz( y1), . . . , Fz( y,)). Note that given z and Y
the vector F̂z is computed using uY u membership queries. It will hold that
F̂x1

, . . . , F̂x,
are , linearly independent vectors. Using these vectors the

algorithm constructs a hypothesis h, in a manner similar to the proof of
Direction II of Theorem 2.4, and asks an equivalence query. A counterexample
to h leads to adding a new element to each of X and Y in a way that preserves
the above properties. This immediately implies that the number of iterations is

8 If f is Boolean, this is the standard membership query.
9 We assume that every arithmetic operation in the field takes one time unit.

513Learning Functions Represented as Multiplicity Automata



bounded by r. We assume without loss of generality that f(e) Þ 0.10 The
algorithm works as follows:

(1) Initialize: x1 4 e, y1 4 e, X 4 { x1}, Y 4 { y1}, and , 4 1.
(2) Define a hypothesis h (following Direction II of Theorem 2.4):

Let gW 5 ( f( x1), . . . , f( x,)). For every s, define a matrix m̂s by letting its
i-th row be the coefficients of the vector F̂xiCs( y) when expressed as a linear
combination of the vectors F̂x1

, . . . , F̂x,
(such coefficients exist as F̂x1

, . . . ,
F̂x,

are , independent ,-tuples).
That is, F̂xiCs( y) 5 ( j51

, [m̂s] i, j z F̂xj
.

For w [ (* define an , 3 , matrix m̂(w) as follows: Let m̂(e) 5 ID and for
a string w 5 s1

. . . sk, let m̂(w) 5 m̂s1
z m̂s2

. . . m̂sk
. Finally, h is defined

as h(w) 5 [m̂(w)]1 z gW .11

(3) Ask an equivalence query EQ(h).
If the answer is YES halt with output h.
Otherwise the answer is NO and z is a counterexample.
Find (using MQs for f ) a string wCs which is a prefix of z such that:
(a) F̂w 5 ( i51

, [m̂(w)]1,i z F̂xi
; but

(b) There exists y [ Y such that
F̂wCs( y) Þ ( i51

, [m̂(w)]1,i z F̂xiCs( y).

x,11 4 w, y,11 4 sCy, X 4 X ø { x,11}, Y 4 Y ø { y,11}, and , 4 ,
1 1.
GO TO 2.

The following two claims are used in the proof of correctness. They show that
in every iteration of the algorithm, a prefix as required in Step (3) is found, and
that as a result the number of independent rows that we have grows by 1.

CLAIM 3.1. Let z be a counterexample to h found in Step (3) (i.e., f(z) Þ h(z)).
Then, there exists a prefix wCs satisfying Conditions (a) and (b).

PROOF. Assume towards a contradiction that no prefix satisfies both (a) and
(b). We prove that, for every prefix w of z, Condition (a) is satisfied. That is,
F̂w 5 ( i51

, [m̂(w)]1,i z F̂xi
. The proof is by induction on the length of w. The

induction base is trivial since m̂(e) 5 ID (and x1 5 e). For the induction step
consider a prefix wCs. By the induction hypothesis, F̂w 5 ( i51

, [m̂(w)]1,i z F̂xi

which implies (by the assumption that no prefix satisfies both (a) and (b)) that
(b) is not satisfied with respect to the prefix wCs. That is, F̂wCs 5
( i51

, [m̂(w)]1,i z F̂xiCs( y)0. By the definition of m̂ and by the definition of matrix

10 To check the value of f(e) we ask a membership query. If f(e) 5 0, then we learn f9 which is
identical to f except that at e it gets some value different than 0. Note that the matrix F9 is identical
to F in all entries except one and so the rank of F9 differs from the rank of F by at most 1. The only
change this makes on the algorithm is that before asking EQ we modify the hypothesis h so that its
value in e will be 0. Alternatively, we can find a string z such that f( z) Þ 0 (by asking EQ(0)) and
start the algorithm with X 5 { x1, x2} and Y 5 { y1, y2} where x1 5 e, x2 5 z, y1 5 e and y2 5 z
which gives a 2 3 2 matrix of full rank.
11 By the proof of Theorem 2.4, it follows that, if , 5 r, then h [ f. However, we do not need this
fact for analyzing the algorithm, and the algorithm does not know r in advance.
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multiplication

O
i51

,

@m̂~w!#1, i z F̂ xiCs 5 O
i51

,

@m̂~w!#1, i z O
j51

,

@m̂~s!# i , j z F̂ xj
(2)

5 O
j51

,

O
i51

,

@m̂~w!#1, i z @m̂~s!# i , j z F̂ xj

5 O
j51

,

@m̂~wCs!#1, j z F̂ xj .

All together, F̂wCs 5 ( j51
, [m̂(wCs)]1, j z F̂xj

, which completes the proof of the
induction.

Now, by the induction claim, we get that F̂z 5 ( i51
, [m̂( z)]1,i z F̂xi

. In
particular, F̂z(e) 5 ( i51

, [m̂( z)]1,i z F̂xi
(e) (since e [ Y). However, the

left-hand side of this equality is just f( z) while the right-hand side is h( z). Thus,
we get f( z) 5 h( z) which is a contradiction (since z is a counterexample). e

CLAIM 3.2. Whenever Step (2) starts the vectors F̂x1
, . . . , F̂x,

(defined by the
current X and Y) are linearly independent.

PROOF. The proof is by induction on ,. In the first time that Step (2) starts
X 5 Y 5 {e}. By the assumption that f(e) Þ 0, we have a single vector F̂e

which is not a zero vector, hence the claim holds.
For the induction, assume that the claim holds when Step (2) starts and show

that it also holds when Step (3) ends (note that in Step (3) a new vector F̂w is
added and that all vectors have a new coordinate corresponding to sCy). By the
induction hypothesis, when Step (2) starts, F̂x1

, . . . , F̂x,
are , linearly indepen-

dent ,-tuples. In particular this implies that when Step (2) starts F̂w has a unique
representation as a linear combination of F̂x1

, . . . , F̂x,
. Since w satisfies

Condition (a), this linear combination is given by F̂w 5 ( i51
, [m̂(w)]1,i z F̂xi

.
Clearly, when Step (3) ends, F̂x1

, . . . , F̂x,
remain linearly independent (with

respect to the new Y). However, at this time, F̂w becomes linearly independent
of F̂x1

, . . . , F̂x,
(with respect to the new Y). Otherwise, the linear combination

must be given by F̂w 5 ( i51
, [m̂(w)]1,i z F̂xi

. However, as wCs satisfies Condition
(b), we get that

F̂w~sCy! 5 F̂wCs~ y! Þ O
i51

,

@m̂~w!#1, i z F̂ xiCs~ y! 5 O
i51

,

@m̂~w!#1, i z F̂ xi(sCy)

which eliminates this linear combination. (Note that sCy was added to Y so F̂ is
defined in all the coordinates which we refer to.) To conclude, when Step (3)
ends F̂x1

, . . . , F̂x,
, F̂x,11

(where x,11 5 w) are linearly independent. e

We summarize the analysis of the algorithm by the following theorem. Let m
denote the size of the longest counterexample z obtained during the execution of
the algorithm. Denote by M(r) 5 O(r2.376) the complexity of multiplying two
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r 3 r matrices (see, for example, Knuth [1998, pp. 499 –501] for discussion on
matrix multiplication).

THEOREM 3.3. Let _ be a field, and f: (* 3 _ be a function such that r 5
rank(F) (over _). Then, f is learnable by the above algorithm in time O(u(u z r z
M(r) 1 m z r3) using r equivalence queries and O((u(u 1 log m)r2) membership
queues.

PROOF. Claim 3.1 guarantees that the algorithm always proceeds. Since the
algorithm halts only if EQ(h) returns YES, the correctness follows.

As for the complexity, Claim 3.2 implies that the number of iterations, and
therefore the number of equivalence queries, is at most r (in fact, Theorem 2.4
implies that the number of iterations is exactly r).

The number of MQs asked in Step (2) over the whole algorithm is ( u( u 1 1)r2,
since for every x [ X and y [ Y we need to ask for the value of f( xCy) and the
values f( xCsCy), for all s [ (. To analyze the number of MQs asked in Step (3),
we first need to specify the way that the appropriate prefix is found. The naive
way is to go over all prefixes of z until finding one satisfying Conditions (a) and
(b). A more efficient search can be based upon the following generalization of
Claim 3.1: Suppose that for some v, a prefix of z, Condition (a) holds. That is,
F̂v 5 ( i51

, [m̂(v)]1,i z F̂xi
. Then, there exists wCs a prefix of z that extends v and

satisfies Conditions (a) and (b) (the proof is identical to the proof of Claim 3.1
except that for the base of induction we use v instead of e). Using the generalized
claim, the desired prefix wCs can be found using a binary search in log uz u # log
m steps as follows: at the middle prefix v check whether Condition (a) holds. If
so, make v the left border for the search. If Condition (a) does not hold for v 5
wCs, then, by Eq. (2), Condition (b) holds for v and so v becomes the right
border for the search. In each step of the binary search 2, # 2r membership
queries are asked (note that the values of F̂xi

and F̂xi
Cs are known from Step

(2)). All together, the number of MQs asked during the execution of the
algorithm is O((log m 1 u( u)r2).

As for the running time, to compute each of the matrices m̂s observe that the
matrix whose rows are F̂x1

Cs, . . . , F̂x,
Cs is the product of m̂s with the matrix

whose rows are F̂x1
, . . . , F̂x,

. Therefore, finding m̂s can be done with one matrix
inversion, whose cost is also O(M(r)) (see, for example, Cormen et al. [1990,
Theorem 31.11]), and one matrix multiplication. Hence, the complexity of Step
(2) is O( u( u z M(r)). In Step (3), the difficult part is to compute the value of
[m̂( z)]1 for the counterexample z. A simple way to do it is by computing m
matrix multiplications for each such z. A better way of doing the computation of
Step (3) is by observing that all we need to compute is actually the first row of
the matrix m̂( z) 5 m̂z1

z m̂z2
. . . m̂zm

. The first row of this matrix can simply be
written as [m̂( z)]1 5 (1, 0, . . . , 0) z m̂( z). Thus, to compute this row, we first
compute (1, 0, . . . , 0) z m̂z1

, then multiply the result by m̂z2
and so on.

Therefore, this computation can be done by m vector-matrix multiplications,
which requires O(m z r2) time. Notice that this computation also gives us the
value [m(w)]1 for every prefix w of z. All together, the running time is at most
O( u( u z r z M(r) 1 m z r3). e

The complexity of our algorithm should be compared to the complexity of the
algorithm of Bergadano and Varricchio [1996], which uses r equivalence queries,
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O( u( u mr2) membership queries, and runs in time O( u( u m2 r5). The algorithm
of Ohnishi et al. [1994] uses r 1 1 equivalence queries, O(( u( u 1 m)r2)
membership queries, and runs in time O(( u( u 1 m)r4). Our algorithm is similar
to the algorithm of Ohnishi et al. [1994]; however, we use a binary search in Step
(3) and we implement the algorithm more efficiently.

3.1. THE CASE OF FUNCTIONS f: (n 3 _. In many cases of interest the
domain of the target function f is not (* but rather (n for some value n. We
view f as a function on (* whose value is 0 for all strings whose length is
different from n. We show that in this case the complexity analysis of our
algorithm can be further improved. The reason is that in this case the matrix F
has a simpler structure. Each row and column is indexed by a string whose length
is at most n (alternatively, rows and columns corresponding to longer strings
contain only 0 entries). Moreover, for any string x of length 0 # d # n the only
nonzero entries in the row Fx correspond to y’s of length n 2 d. Denote by Fd

the submatrix of F whose rows are strings in (d and its columns are strings in
(n2d (see Figure 1). Observe that by the structure of F,

rank~F! 5 O
d50

n

rank~Fd! .

Now, to learn such a function f, we use the above algorithm but ask membership
queries only on strings of length exactly n (for all other strings we return 0
without actually asking the query) and for the equivalence queries we view the
hypothesis h as restricted to (n. The length of counterexamples, in this case, is
always n and so m 5 n.

Looking closely at what the algorithm does it follows that since F̂ is a
submatrix of F, not only are F̂x1

, . . . , F̂x,
always independent vectors (and so

, # rank(F)), but for every d the number of xi’s in X whose length is d is
bounded by rank(Fd). We denote rd – rank(Fd) and rmax – maxd50

n rd (clearly,

FIG. 1. The Hankel matrix F.
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rmax # r # (n 1 1) z rmax). The number of equivalence queries remains r as
before. The number of membership queries, however, becomes smaller due to
the fact that many entries of F are known to be 0. In Step (2), over the whole
execution, we ask for every x [ X of length d and every y [ Y of length n 2 d
one membership query on f( xCy) and for every y [ Y of length n 2 d 2 1 and
every s [ ( we ask a membership query on f( xCsCy). All together, in Step (2),
the algorithm asks for every x at most rmax 1 u( urmax membership queries and
total of O(r z rmaxu(u) membership queries. In Step (3), in each of the r iterations
and each of the log n search steps, we ask at most 2rmax membership queries
(again, because most of the entries in each row contain 0’s). Thus, the total
number of membership queries over the whole algorithm is O(r z rmax(u(u 1 log
n)).

As for the running time, note that the matrices m̂s also have a very special
structure: the only entries (i, j) that are not 0 are those corresponding to vectors
xi, xj [ X such that uxju 5 uxiu 1 1. Hence, inversion and multiplication of such
matrices can be done in time n z M(rmax). Therefore, each invocation of Step (2)
requires time of O( u( un z M(rmax)). Similarly, in [m̂(w)]1 the only entries which
are not 0 are those corresponding to strings xj [ X such that uxju 5 uw u. Thus,
multiplying [m̂(w)]1 by a column of m̂s requires rmax time units. Furthermore, we
need to multiply at most rmax columns, for the non-zero coordinates in
[m̂(wCs)]1. Therefore, Step (3) takes at most nrmax

2 for each counterexample z.
All together, the running time is at most O(nrrmax

2 1 u(urn z M(rmax)) 5
O( u( urn z M(rmax)).

COROLLARY 3.4. Let _ be a field, and f: (n 3 _ such that r 5 rank(F) and
rmax 5 maxd50

n rank(Fd) (where rank is taken over _). Then, f is learnable by the
above algorithm in time O(u(urn z M(rmax)) using O(r) equivalence queries and
O((u(u 1 log n)r z rmax) membership queries.

4. Positive Results

In this section, we show the learnability of various classes of functions by our
algorithm. This is done by proving that for every function f in the class in
question, the corresponding Hankel matrix F has low rank. By Theorem 3.3, this
implies the learnability of the class by our algorithm. We next summarize the
results of this section. In Section 4.1, we show that the rank of the Hankel matrix
of (generalized) polynomials is small. In particular, this implies the learnability
of polynomials over fixed finite fields, and bounded degree polynomials over any
field. Furthermore, we show that the learnability of generalized polynomials
implies the learnability of subclasses of boxes (Section 4.2) and satisfy-O(1)
DNF and other subclasses of DNF (Section 4.3). In Section 4.4, we prove that if
two functions have Hankel matrices with small rank then the rank of the Hankel
matrix of their product is small. We show that this implies the learnability of
certain classes of decision trees and a certain subclass of arithmetic circuits of
depth two.

In the next paragraph, we mention some immediate results implied by the
learnability of multiplicity automata. We first assert that the learnability of
multiplicity automata gives a new algorithm for learning deterministic automata
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and an algorithm for learning unambiguous automata.12 To see this, define the
(i, j) entry of the matrix ms as 1 if the given automaton can move, on letter s,
from state i to state j (otherwise, this entry is 0). In addition, define g i to be 1 if
i is an accepting state and 0 otherwise (we assume, without loss of generality,
that q1 is the initial state of the given automaton). This defines a multiplicity
automaton which computes the characteristic function of the language of the
deterministic (or unambiguous) automaton.13 By Kushilevitz [1997], the class of
deterministic automata contains the class of O(log n)-term DNF and in fact the
class of all Boolean functions over O(log n) terms. Hence, all these classes can
be learned by our algorithm. We note that if general nondeterministic automata
can be learned then this implies the learnability of DNF.

4.1. CLASSES OF POLYNOMIALS. Our first results use the learnability of multi-
plicity automata to learn various classes of multivariate polynomials. We start
with the following claim:

THEOREM 4.1. Let pi, j: ( 3 _ be arbitrary functions of a single variable (1 #
i # t, 1 # j # n). Let gi: (n 3 _ be defined by )j51

n pi, j(zj). Finally, let f: (n 3 _
be defined by f 5 (i51

t gi. Let F be the Hankel matrix corresponding to f, and Fd the
submatrices defined in Section 3.1. Then, for every 0 # d # n, rank(Fd) # t.

PROOF. Recall the definition of Fd. Every string z [ (n is viewed as
partitioned into two substrings x 5 x1

. . . xd and y 5 yd11
. . . yn (i.e., z 5 xCy).

Every row of Fd is indexed by x [ (d; hence, it can be written as a function

Fx
d~ y! 5 f~ xCy! 5 O

i51

t 1 P
j51

d

pi , j~ xj!2 1 P
j5d11

n

pi, j~ yj!2 .

Now, for every x and i, the term ) j51
d pi, j( xj) is just a constant a i, x [ _. This

means, that every function Fx
d( y) is a linear combination of the t functions

) j5d11
n pi, j ( yj) (one function for each value of i). This implies that rank(Fd) #

t, as needed. e

COROLLARY 4.2. The class of functions that can be expressed as functions over
GF( p) with t summands, where each summand Ti is a product of the form pi,1(x1)
. . . pi,n (xn) (and pi, j: GF( p) 3 GF( p) are arbitrary functions) is learnable in time
poly(n, t, p).

The above corollary implies as a special case the learnability of polynomials
over GF( p). This extends the result of Schapire and Sellie [1996] from multi-
linear polynomials to arbitrary polynomials. Our algorithm (see Corollary 3.4),
for polynomials with n variables and t terms, uses O(nt) equivalence queries and
O(t2n log n) membership queries. The special case of the above class–the class
of polynomials over GF(2)–was known to be learnable before Schapire and Sellie

12 A nondeterministic automata is unambiguous if, for every w [ (*, there is at most one accepting
path.
13 We can associate a multiplicity automaton (over the rationals) with every nondeterministic
automaton in the same way. However, to learn this automaton we need “multiplicity queries”; that is,
a query that on a string w returns the number of accepting paths of the nondeterministic automaton
on w.
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[1996]. Their algorithm uses O(nt) equivalence queries and O(t3n) membership
queries (which is worse than ours for “most” values of t).

Corollary 4.2 discusses the learnability of a certain class of functions (that
includes the class of polynomials) over finite fields (the complexity of the
algorithm depends on the size of the field). The following theorem extends this
result to infinite fields, assuming that the functions pi, j are bounded-degree
polynomials. It also improves the complexity for learning polynomials over finite
fields, when the degree of the polynomials is significantly smaller than the size of
the field.

THEOREM 4.3. The class of functions over a field _ that can be expressed as t
summands, where each summand Ti is of the form pi,1(x1) . . . pi,n(xn), and pi, j:
_ 3 _ are univariate polynomials of degree at most k, is learnable in time poly(n, t,
k). Furthermore, if u_u # nk 1 1 then this class is learnable from membership
queries only in time poly(n, t, k) (with small probability of error).

PROOF. We show that although the field _ may be very large, we can run the
algorithm using an alphabet of k 1 1 elements from the field, ( 5 {s1, . . . ,
sk11}. For this, all we need to show is how the queries are asked and answered.
The membership queries are asked by the algorithm, so it will only present
queries which are taken from the domain (n.

To simulate an equivalence query, we first have to extend the hypothesis to the
domain _n and ask an equivalence query with the extended hypothesis. We then
get a counterexample in _n and we modify it back to (n. To extend the
hypothesis to _n, instead of representing the hypothesis with u(u matrices m̂(s1),
. . . , m̂(sk11) we will represent it with a single matrix H( x) whose entries are
degree k univariate polynomials (over _), such that for every s [ (, H(s) 5
m̂(s). To find this H use interpolation in each of its entries. The hypothesis for
z 5 z1

. . . zn [ _n is defined as h( z) – [H( z1) . . . H( zn)]1 z gW . Now, it is easy
to see that both the target function and the hypothesis are degree-k polynomials
in each of the n variables. Given a counterexample w 5 w1

. . . wn [ _n, we
iteratively modify it to be in (n. Assume that we have already modified w1, . . . ,
wi21 to letters from ( such that

h~w! Þ f~w! . (3)

We modify wi such that (3) remains true. We first fix zj 5 wj for all j Þ i, that
is, we consider the univariate polynomials h(w1

. . . wi21 ziwi11
. . . wn) and f(w1

. . . wi21ziwi11
. . . wn). Both polynomials are degree-k univariate polynomials of

the variable zi, which disagree when zi 5 wi. Since two different univariate
polynomials of degree at most k can agree on at most k points, there is a value
a [ ( for which the two polynomials disagree. We find such a value a using
membership queries, set wi to a, and proceed to wi11. We end up with a new
counterexample w [ (n, as desired.

Assume that _ contains at least nk 1 1 elements, and let L 5 {s1, . . . ,
snk11} be a subset of _. We describe a randomized algorithm, which simulates
the previous algorithm without using equivalence queries. For a given e, the
algorithm fails with probability e, and uses poly(n, t, log 1/e) membership
queries. We simulate each equivalence query in the previous algorithm using
membership queries. To prove the correctness of the simulation, we use the
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Schwartz-Zippel Lemma [Schwartz 1980; Zippel 1979], which guarantees that
two different polynomials in z1, . . . , zn of degree k (in each variable) can agree
on at most kn uL un21 assignments in Ln. Therefore, if there is a counterexample
to our hypothesis and we pick at random, with uniform distribution, an element
in Ln then with probability at least 1 2 kn/ uL u 5 1/(kn 1 1) we get a
counterexample. To simulate an equivalence query, we pick at random O(kn log
tn/e) points in Ln, independently and uniformly, and for each point z we
evaluate the hypothesis and compare it to the value f( z) (obtained using a
membership query). If we find no counterexample, then we return the answer
YES to the equivalence query. If h is not equivalent to f, then with probability at
most

S 1 2
1

kn 1 1D
O(kn log~tn/e!)

$
e

tn

none of the points is a counterexample. The algorithm fails if the simulation of
one of the tn equivalence queries returned YES although the hypothesis is not
equivalent to the target function. This happens with probability at most e. e

An algorithm that learns multivariate polynomials using only membership
queries is called an interpolation algorithm.14 In Ben-Or and Tiwari [1988], it is
shown how to interpolate polynomials over infinite fields using only 2t member-
ship queries. Algorithms for interpolating polynomials over finite fields are given
in Bshouty and Mansour [1995] and Huang and Rao [1996] provided that the
fields are “big” enough (in Huang and Rao [1996], the field must contain
V(t2k 1 tkn2) elements and, in Bshouty and Mansour [1995], the field must
contain V(kn/log kn) elements). We require that the number of elements in the
field is at least kn 1 1. However, the polynomials we interpolate in Theorem 4.3
have a more general form than in previous papers; in our algorithm each
monomial can be a product of arbitrary univariate polynomials of degree k while
in the previous papers each monomial is a product of univariate polynomials of
degree k with only one term.15 To complete the discussion we should mention
that if the number of elements in the field is less than k then every efficient
algorithm must use equivalence queries [Clausen et al. 1991; Roth and Benedek
1991].

4.2. CLASSES OF BOXES. In this section, we consider unions of n-dimensional
boxes in [,]n (where [,] denotes the set {0, 1, . . . , , 2 1}). A box in [,]n is
defined by two corners (a1, . . . , an) and (b1, . . . , bn) (in [,]n) as follows:

Ba1, . . . , an , b1 , . . . , bn
5 $~ x1 , . . . , xn!:@i, ai # xi # bi% .

We view such a box as a Boolean function that gives 1 for every point in [,]n

which is inside the box and 0 to each point outside the box. We start with a claim
about a more general class of functions.

14 See, for example, Ben-Or and Tiwari [1988], Grigoriev et al. [1990], Zippel [1990], Clausen et al.
[1991], Roth and Benedek [1991], Bshouty and Mansour [1995], and Huang and Rao [1996]. For
more background and references, see Zippel [1993].
15 For example, the polynomial ( x1 1 1) ( x2 1 1) . . . ( xn 1 1) has a small size in our
representation and requires exponential size in the standard sum-of-terms form.
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THEOREM 4.4. Let pi, j: ( 3 {0, 1} be arbitrary functions of a single variable
(1 # i # t, 1 # j # n). Let gi: (n 3 {0, 1} be defined by )j51

n pi, j (zj). Assume that
there is no point x [ (n such that gi(x) 5 1 for more than s functions gi. Finally, let
f: (n 3 {0, 1} be defined by f 5 ~i51

t gi. Let F be the Hankel matrix corresponding
to f. Then, for every field _ and for every 0 # d # n, rank(Fd) # (i51

s (i
t).

PROOF. The function f can be expressed as:

f 5 1 2 P
i51

t

~1 2 gi!

5 O
i

g i 2 O
i, j

~ gi ∧ gj! 1 · · · 1 ~21! t11 O
uS u5t

`
i[S

gi

5 O
i

g i 2 O
i, j

~ gi ∧ gj! 1 · · · 1 ~21! s11 O
uS u5s

`
i[S

gi ,

where the last equality is by the assumption that gi( x) Þ 0 for at most s
functions gi (for every point x). Note that the functions gi are Boolean;
therefore, the ` operation is just the product operation of the field and hence
the above equalities hold over every field. Every function of the form ` i[Sgi is a
product of at most n functions, each one is a function of a single variable.
Therefore, applying Theorem 4.1 completes the proof. e

COROLLARY 4.5. The class of unions of disjoint boxes can be learned in time
poly(n, t, ,) (where t is the number of boxes in the target function). The class of
unions of O(log n) boxes can be learned in time poly(n, ,).

PROOF. Let B be any box and denote the two corners of B by (a1, . . . , an)
and (b1, . . . , bn). Define functions (of a single variable) pj: [,] 3 {0, 1} to be
1 if aj # zj # bj (1 # j # n). Let g: [,]n 3 {0, 1} be defined by ) j51

n pj( zj).
That is, g( z1, . . . , zn) is 1 if and only if ( z1, . . . , zn) belongs to the box B.
Therefore, Corollary 3.4 and Theorem 4.4 imply this corollary. e

Note that the proof does not use any particular property of geometric boxes and
it applies to combinatorial boxes as well (a combinatorial box only requires that
every xi is in some arbitrary set Si # [,]). Methods that do use the specific
properties of geometric boxes were developed in Beimel and Kushilevitz [1999]
and they lead to improved results.

4.3. CLASSES OF DNF FORMULAS. In this section, we present several results
for classes of DNF formulas and some related classes. We first consider the
following special case of Corollary 4.2 that solves an open problem of Schapire
and Sellie [1996].

COROLLARY 4.6. The class of functions that can be expressed as exclusive-OR
of t (not necessarily monotone) monomials is learnable in time poly(n, t).

While Corollary 4.6 does not refer to a subclass of DNF, it already implies the
learnability of disjoint (i.e., satisfy-1) DNF. Also, since DNF is a special case of
union of boxes (with , 5 2), we can get the learnability of disjoint DNF from
Corollary 4.5. Next we discuss positive results for satisfy-s DNF with larger
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values of s. The following two important corollaries follow from Theorem 4.4.
Note that Theorem 4.4 holds in any field. For convenience (and efficiency), we
will use _ 5 GF(2).

COROLLARY 4.7. The class of satisfy-s DNF formulas, for s 5 O(1), is learnable
in time poly(n, t).

COROLLARY 4.8. The class of satisfy-s, t-term DNF formulas is learnable in time
poly(n) for the following choices of s and t: (1) t 5 O(log n); (2) t 5 polylog(n) and
s 5 O(log n/log log n); (3) t 5 2O(log n/log log n) and s 5 O(log log n).

4.4. CLASSES OF DECISION TREES. As mentioned above, our algorithm effi-
ciently learns the class of disjoint DNF formulas. This in particular includes the
class of Decision-trees. By using our algorithm, decision trees of size t on n
variables are learnable using O(tn) equivalence queries and O(t2n log n)
membership queries. This is better than the best known algorithm for decision
trees [Bshouty 1995a] (which uses O(t2) equivalence queries and O(t2n2)
membership queries). In what follows, we consider more general classes of
decision trees.

COROLLARY 4.9. Consider the class of decision trees that compute functions
f: GF( p)n3 GF( p) as follows: each node v contains a query of the form “xi [ Sv?”,
for some Sv # GF( p). If xi [ Sv, then the computation proceeds to the left child of
v and if xi [y Sv the computation proceeds to the right child. Each leaf , of the tree
is marked by a value g, [ GF( p) which is the output on all the assignments which
reach this leaf. Then, this class is learnable in time poly(n, uLu, p), where L is the set
of leaves.

PROOF. Each such tree can be written as (,[Lg, z g,( x1, . . . , xn), where
each g, is a function whose value is 1 if the assignment ( x1, . . . , xn) reaches the
leaf , and 0 otherwise (note that in a decision tree each assignment reaches a
single leaf). Consider a specific leaf ,. The assignments that reach , can be
expressed by n sets S,,1, . . . , S,,n such that the assignment ( x1, . . . , xn)
reaches the leaf , if and only if xj [ S,, j for all j. Define p,, j( xj) to be 1 if
xj [ S,, j and 0 otherwise. Then g, 5 ) j51

n p,, j. By Corollary 4.2, the result
follows. e

The above result implies as a special case the learnability of decision trees with
“greater-than” queries in the nodes. This is an open problem of Bshouty [1995a].
Note that every decision tree with “greater-than” queries that computes a
boolean function can be expressed as the union of disjoint boxes. Hence, this
case can also be derived from Corollary 4.5. The next theorem will be used to
learn more classes of decision trees.

THEOREM 4.10. Let gi: (n 3 _ be arbitrary functions (1 # i # ,). Let f: (n 3
_ be defined by f 5 )i51

, gi. Let F be the Hankel matrix corresponding to f, and Gi be
the Hankel matrix corresponding to gi. Then, rank(Fd) # )i51

, rank(Gi
d).

PROOF. For two matrices A and B of the same dimension, the Hadamard
product C 5 A J B is defined by Ci, j 5 Ai, j z Bi, j. It is well known that
rank(C) # rank( A) z rank(B). Note that Fd 5 J i51

, Gi
d; hence, the theorem

follows. e
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This theorem has some interesting applications. The first application states
that arithmetic circuits of depth two with multiplication gate of fan-in O(log n)
at the top level and addition gates with unbounded fan-in in the bottom level are
learnable.

COROLLARY 4.11. Let # be the class of functions that can be expressed in the
following way: Let pi, j: ( 3 _ be arbitrary functions of a single variable (1 # i # ,,
1 # j # n). Let , 5 O(log n) and gi: (n 3 _ (1 # i # ,) be defined by (j51

n pi, j(zj).
Finally, let f: (n 3 _ be defined by f 5 )i51

, gi. Then, # is learnable in time poly(n,
u(u).

PROOF. Fix some i, and let G be the Hankel matrix corresponding to gi.
Every row of Gd is indexed by x [ (d; hence, it can be written as a function

Gx
d~ y! 5 f~ xCy! 5 O

j51

d

pi, j~ xj! 1 O
j5d11

n

pi , j~ yj! .

Now, for every x, the sum ( j51
d pi, j( xj) is just a constant ax [ _. This means,

that every function Gx
d( y) is a linear combination of the function ( j5d11

n pi, j( yj)
and the constant function. This implies that rank(Gd) # 2, and by Theorem 4.10
rank(Fd) 5 poly(n). e

COROLLARY 4.12. Consider the class of decision trees of depth s, where the
query at each node v is a Boolean function fv with rmax # t (as defined in Section
3.1) such that (t 1 1)s 5 poly(n). Then, this class is learnable in time poly(n, u(u).

PROOF. For each leaf ,, we write a function g, as a product of s functions as
follows: for each node v along the path to ,, if we use the edge labeled 1, we take
fv to the product, while, if we use the edge labeled 0, we take (1 2 fv) to the
product (note that the value rmax corresponding to (1 2 fv) is at most t 1 1). By
Theorem 4.10, if G, is the Hankel matrix corresponding to g, then rank(G,

d) is
at most (t 1 1)s. As f 5 (,[Lg, it follows that rank(Fd) is at most 2s z (t 1 1)s

(this is because uL u # 2s and rank( A 1 B) # rank( A) 1 rank(B)). The
corollary follows. e

The above class contains, for example, all the decision trees of depth O(log n)
that contain in each node a term or a XOR of a subset of variables as defined in
Kushilevitz and Mansour [1993] (the fact that rmax # 2 for XOR of a subset of
variables follows from the proof of Corollary 4.11).

5. Negative Results

The purpose of this section is to study some limitation of the learnability via the
automaton representation. We show that our algorithm, as well as any algorithm
whose complexity is polynomial in the size of the automaton (such as the
algorithms in Bergadano and Varricchio [1996a] and Ohnishi et al. [1994]), does
not efficiently learn several important classes of functions. More precisely, we
show that these classes contain functions f that have no “small” automaton. By
Theorem 2.4, it is enough to prove that the rank of the corresponding Hankel
matrix F is “large” over every field _.
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Let 0 # k # n/ 2. We define a function fn,k: {0, 1}n 3 {0, 1} by fn,k( z) 5
1 iff there exists 1 # i # k such that zi 5 zi1k 5 1. The function fn,k can be
expressed as a DNF formula by:

z1zk11 ∨ z2zk12 ∨ · · · ∨ zkz2k .

Note that this formula is read-once, monotone and has k terms.
First, observe that the rank of the Hankel matrix corresponding to fn,k equals

the rank of F, the Hankel matrix corresponding to f2k,k. It is also clear that
rank(F) $ rank(Fk) (recall that Fk is the submatrix of F whose rows and
columns are indexed by strings of length exactly k). We now prove that
rank(Fk) $ 2k 2 1. To do so, we consider the complement matrix Dk (obtained
from Fk by switching 0’s and 1’s), and prove by induction on k that rank(Dk) 5
2k. Consider the ( x, y) entry of Dk where x 5 x1

. . . xk21 xk and y 5 y1
. . .

yk21 yk. Its value is 0 if and only if there is an i such that xi 5 yi 5 1. Hence, if
xk 5 yk 5 1, then the entry is zero and otherwise it equals to the ( x9, y9) of
Dk21, where x9 5 x1

. . . xk21 and y9 5 y1
. . . yk21. Thus,

D1 5 S 1 1
1 0 D Dk 5 S Dk21 Dk21

Dk21 0 D .

This implies that rank(D1) 5 2 and rank(Dk) 5 2 z rank(Dk21) which implies
rank(Dk) 5 2k. It follows that rank(Fk) $ 2k 2 1, since Dk 5 J 2 Fk (where
J is the all-1 matrix).16 Using the functions fn,k we can now prove the main
theorem of this section:

THEOREM 5.1. The following classes are not learnable in time polynomial in n
and the formula size using multiplicity automata (over any field _):

(1) DNF.
(2) Monotone DNF.
(3) 2-DNF.
(4) Read-once DNF.
(5) k-term DNF, for k 5 v(log n).
(6) Satisfy-s DNF, for s 5 v(1).
(7) Read-j satisfy-s DNF, for j 5 v(1) and s 5 V(log n).

Some of these classes are known to be learnable by other methods (monotone
DNF [Angluin 1988], read-once DNF [Angluin et al. 1993; Aizenstein and Pitt
1991; Pillaipakkamnatt and Raghavan 1995] and 2-DNF [Valiant 1984]), some
are natural generalizations of classes known to be learnable as automata (O(log
n)-term DNF [Blum and Rudich 1995; Bshouty 1995a; 1997; Kushilevitz 1997],
and satisfy-s DNF for s 5 O(1) (Corollary 4.7)) or by other methods (read-j
satisfy-s for js 5 O(log n/log log n) [Blum et al. 1994]) and the learnability of
some of the others is still an open problem.

16 In fact, the function f9n,k 5 z1zn ∨ z2zn21 ∨ . . . ∨ zkzn2k11 has similar properties to fn,k and can
be shown to have rank V(2k z n), hence slightly improving the results below.
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PROOF. Observe that fn,n/ 2 belongs to each of the classes DNF, monotone
DNF, 2-DNF, read-once DNF and that by the above argument every automaton
for it has size at least 2n/ 2. This shows (1)–(4).

For every k 5 v(log n), the function fn,k has exactly k-terms and every
automaton for it has size at least 2k 5 2v(log n) which is super-polynomial. This
proves (5).

For s 5 v(1), consider the function fn,slog n. Every automaton for it has size at
least 2s log n 5 nv(1), which is super-polynomial. We now show that the function
fn,slog n has a small satisfy-s DNF representation. For this, partition the indices
1, . . . , k 5 s log n into s sets of log n indices. For each set S there is a formula
on 2 log n variables which is 1 iff there exists i [ S such that zi 5 zi1k 5 1.
Moreover, there is such a formula which is satisfy-1 (i.e., disjoint) DNF, and it
has n2 terms (this is the standard DNF representation). The disjunction of these
s formulas gives a satisfy-s DNF with sn2 terms. This proves (6).

Finally, for j 5 v(1) and s 5 V(log n) let k 5 s log j 5 v(log n). As before,
the function fn,k requires an automaton of super-polynomial size. On the other
hand, by partitioning the variables into s disjoint sets of log j variables as above
(and observing that in the standard DNF representation each variable appears
2log j 5 j times) this function is a read-j satisfy-s DNF. This proves (7). e

In what follows, we wish to strengthen the previous negative results. The
motivation is that in the context of automata there is a fixed order on the
characters of the string. However, in general (and in particular for functions over
(n) there is no such “natural” order. Indeed, there are important functions such
as disjoint DNF that are learnable as automata using any order of the variables.
On the other hand, there are functions for which certain orders are much better
than others. For example, the function fn,k requires an automaton of size
exponential in k when the standard order is considered, but if instead we read
the variables in the order 1, k 1 1, 2, k 1 2, 3, k 1 3, . . . , then there is a
small (even deterministic) automaton for it (of size O(n)). As an additional
example, every read-once formula has a “good” order (the order of leaves in a
tree representing the formula).

Our goal is to show that even if we had an oracle that could give us a “good”
(not necessarily the best) order of the variables (or if we could somehow learn
such an order) then still some of the above classes cannot be learned as
automata. This is shown by exhibiting a function that has no “small” automaton
in any order of the variables. To show this, we define a function gn,k: {0, 1}n 3
{0, 1} (where 3k # n) as follows: Denote the input variables for gn,k as w0, . . . ,
wk21, z0, . . . , zn921 where n9 5 n 2 k. The function gn,k outputs 1 iff there
exists t such that wt 5 1 and

~p! ?0 # i # k 2 1 such that z (i1t)modk 5 zi1k 5 1.

Intuitively, gn,k is similar to fn,k but instead of comparing the first k variables to
the next k variables we first apply a “cyclic shift” to the first k variables by t.17

17 The rank method used to prove that every automaton for fn,k is “large” is similar to the rank
method of communication complexity. The technique we use next is also similar to methods used in
variable partition communication complexity. For background see, for example, Lengauer [1990] and
Kushilevitz and Nisan [1997].
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First, we show how to express gn,k as a DNF formula. For a fixed t, define a
function gn9,k,t on z0, . . . , zn921 to be 1 iff (p) holds. Observe that gn9,k,t is
isomorphic to fn9,k and so it is representable by a DNF formula (with k terms of
size 2). Now, we write gn,k 5 ~ t50

k21(wt ∧ gn9,k,t). Therefore, gn,k can be written
as a monotone, read-k, DNF of k2 terms each of size 3.

We now show that, for every order p on the variables, the rank of the matrix
corresponding to gn,k is large. For this, it is sufficient to prove that for some
value t the rank of the matrix corresponding to gn9,k,t is large, since this is a
submatrix of the matrix corresponding to gn,k (to see this fix wt 5 1 and wj 5 0
for all j Þ t). As before, it is sufficient to prove that for some t the rank of g2k,k,t
is large. The main technical issue is to choose the value of t. For this, look at the
order that p induces on z0, . . . , z2k21 (ignoring w0, . . . , wk21). Look at the
first k indices in this order and assume, without loss of generality, that at least
half of them are from {0, . . . , k 2 1} (hence, out of the last k indices at least
half are from {k, . . . , 2k 2 1}). Denote by A the set of indices from {0, . . . ,
k 2 1} that appear among the first k indices under the order p. Denote by B the
set of indices i such that i 1 k appears among the last k indices under the order
p. Both A and B are subsets of {0, . . . , k 2 1} and by the assumption, uA u,
uB u $ k/ 2. Define At 5 {i u(i 1 t mod k) [ A}. We now show that for some t
the size of At ù B is V(k). For this, write

O
t50

k21

uAt ù B u 5 O
j[B

u$t uj [ At% u 5 uA u z uB u $
k2

4
.

Let t0 be such that S 5 At0
ù B has size uS u $ k/4. Denote by G the matrix

corresponding to g2k,k,t0
. In particular, let G9 be the submatrix of G with rows

that are all strings x of length k (according to the order p) whose bits not in S
are fixed to 0’s and with columns that are all strings y of length k whose bits
which are not of the form i 1 k, for some i [ S, are fixed to 0’s. This matrix is
the same matrix obtained in the proof for f2k, uS u whose rank is therefore at least
2k/4 2 1.

COROLLARY 5.2. The following classes are not learnable in time polynomial in n
and the formula size using automata (over any field _) even if the best order is
known:

(1) DNF.
(2) Monotone DNF.
(3) 3-DNF.
(4) k-term DNF, for k 5 v(log2 n).
(5) Satisfy-s DNF, for s 5 v(1).

PROOF. Observe that gn,n/3 belongs to each of the classes DNF, monotone
DNF, and 3-DNF and that by the above argument, for every order on the
variable, every automaton for it has size 2n/12. This shows (1)–(3).

For every k 5 v(log2 n), the function gn,=k has at most k-terms and, for every
order on the variable, every automaton for it has size 2=k/ 2 5 2v(log n) which is
super-polynomial. This proves (4).
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For (5), consider the function

hn , k 5 ~
t50

k21

~w# 1 ∧ w# t21 ∧ wt ∧ gn9 , k , t! .

By the same arguments as above, for every order on the variables, the rank of the
matrix corresponding to hn,k is large (at least 2k/4). For s 5 w(1), consider the
function hn,slogn9. For every order on the variables, every automaton for it has
size 2slog n9 5 nw(1), which is super-polynomial. We now show that the function
hn,s log n9 has a small satisfy-s DNF representation. By the same arguments as in
the proof of Theorem 5.1, every function gn9, s log n,t has a small satisfy-s DNF
formula. Since every assignment can satisfy at most one function gn9, s log n9,t, the
function hn,s log n9 has a small satisfy-s DNF formula as well. This proves (5). e
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